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A B S T R A C T   

Imagining future scenarios involves recombining different elements of past experiences into a coherent event, a 
process broadly supported by the brain’s default network. Prior work suggests that distinct brain regions may 
contribute to the inclusion of different simulation features. Here we examine how activity in these brain regions 
relates to the vividness of future simulations. Thirty-four healthy young adults imagined future events with 
familiar people and locations in a two-part study involving a repetition suppression paradigm. First, participants 
imagined events while their eyes were tracked during a behavioral session. Immediately after, participants 
imagined events during MRI scanning. The events to be imagined were manipulated such that some were 
identical to those imagined in the behavioral session while others involved new locations, new people, or both. In 
this way, we could examine how self-report ratings and eye movements predict brain activity during simulation 
along with specific simulation features. Vividness ratings were negatively correlated with eye movements, in 
contrast to an often-observed positive relationship with past recollection. Moreover, fewer eye movements 
predicted greater involvement of the hippocampus during simulation, an effect specific to location features. Our 
findings suggest that eye movements may facilitate scene construction for future thinking, lending support to 
frameworks that spatial information forms the foundation of episodic simulation.   

1. Introduction 

An adaptive feature of episodic retrieval processes is the ability to 
recombine elements of past experiences into something novel. This idea 
forms a central tenet of the constructive episodic simulation hypothesis 
(Schacter and Addis, 2007, 2020), which emphasizes the role of 
recombination in future thinking. Over the past decade, considerable 
evidence has accumulated showing that several processes beyond future 
thinking draw on constructive episodic retrieval and simulation 
including counterfactual thinking, decision-making, prosocial in
teractions, creativity, navigation, and dreaming (Arnold et al., 2016; De 
Brigard et al., 2013; Gaesser and Fowler, 2020; Madore et al., 2019; 
Schacter et al., 2017; Schacter and Addis, 2007; van Genugten et al., 
2022; Wamsley, 2022). Episodic simulation, in all its forms, robustly 
engages a core set of brain regions collectively referred to as the default 
network (e.g., Addis et al., 2007). Prior work has shown that different 
brain regions may uniquely support the recombination of different 
features (e.g., locations and people) during simulation (Cooper and 
Ritchey, 2022; Szpunar et al., 2014). An open question is whether and 

how these separable patterns of brain function contribute to the expe
rience of simulation vividness. 

Often measured with self-report ratings, the vividness, or mental 
clarity, of imagination tends to scale with episodic memory perfor
mance. For example, autobiographical memories that are rated as more 
vivid are recounted with more specific episodic detail (e.g., Folville 
et al., 2022; but see Clark and Maguire, 2020; Lockrow et al., 2023). 
Parallel findings have been demonstrated with imagined future events, 
although ratings are overall relatively lower (D’Argembeau & Van Der 
Linden, 2004; Gamboz et al., 2010; Grysman et al., 2013; Morton and 
MacLeod, 2023). As such, self-report ratings are inherently tied to the 
content of simulation. Visual imagery, which has been found to uniquely 
predict the amount of episodic detail during autobiographical memory 
retrieval and future thinking (Aydin, 2018), may elicit the sensation of 
vividness during simulation (D’Argembeau and Van der Linden, 2006). 

Eye movements may provide more objective information about 
vividness than self-report ratings. The eyes spontaneously move in a 
systematic way when individuals imagine a visual scene, even when 
looking at a blank screen. This ‘looking at nothing’ effect is thought to 
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reflect the eyes recapitulating the spatial locations of previously 
encountered objects (Brandt and Stark, 1997), and has been observed to 
facilitate memory retrieval and subjective feelings of vividness (e.g., 
Johansson et al., 2022; Johansson and Johansson, 2014; Laeng and 
Teodorescu, 2002; Olsen et al., 2014; Wynn et al., 2022). Indeed, the 
oculomotor system is well positioned to integrate visually rich details 
into an imagined, episodic simulation. Its posterior extent within the 
visual system and anterior extent within the oculomotor control system 
directly abut the posterior cingulate and medial prefrontal hubs of the 
default network (Conti and Irish, 2021; Ryan et al., 2020; Shen et al., 
2016). Findings from non-human primates suggest anatomical connec
tions between these systems (Shen et al., 2016), while work with 
humans often demonstrates activation in posterior parietal and occipital 
cortices during personal memory and imagination tasks (e.g., Beaty 
et al., 2018). Concretely, eye movements predict individual differences 
in imagery (Chiquet et al., 2022; Johansson et al., 2011): Individuals 
who score higher on object imagery scales make fewer fixations when 
imagining previously encountered objects. While not an objective index 
of vividness, per se, physiological eye movement may convey different 
information about the quality of imagination than self-report ratings. 

There is less consensus about the relationship between eye move
ments and episodic processing. Armson et al. (2021) took participants on 
a staged campus tour and later had them recall the tour while moni
toring their eyes. The authors found that more fixations were related to 
greater episodic detail recalled, which was mediated by greater 
self-report ratings of episodic memory. In contrast, Sheldon et al. (2019) 
had participants imagine future personal scenarios while their eyes were 
tracked and found that fewer fixations contributed to the construction of 
more episodic details. While seemingly in conflict with one another, 
these results may point to eye movements as a means by which to 
distinguish past from future imagination. More germane to the present 
study is how eye movements and vividness during simulation predict 
simulation-related activity in regions of the default network. 

In light of prior evidence that separable patterns of brain activity 
support the inclusion of different details during episodic simulation 
(Szpunar et al., 2014), it is plausible that different features drive eye 
movements and self-reported vividness. Szpunar et al. (2014) found that 
simulation of location features was associated with activity in medial 
prefrontal cortex, posterior cingulate cortex, angular gyrus, and areas 
within the medial temporal lobe, whereas simulation of person features 
was associated with activity in medial prefrontal cortex. Vividness was 
not assessed. The scene construction hypothesis suggests that spatial 
scenes are integral to episodic processes, whether information is 
retrieved from the past or used to simulate the future (Hassabis and 
Maguire, 2007; Maguire and Mullally, 2013). According to this view, 
spatial details should preferentially impact vividness. Both remembered 
and imagined events involving familiar locations—locations that an 
individual has personally encountered— tend to be rated as more vivid 
than those in unfamiliar locations (see Robin, 2018 for review). Eye 
movements also facilitate memory performance during associative recall 
when objects are paired with scenes compared to faces (Robin and 
Olsen, 2019). However, other work suggests that person details are more 
(D’Argembeau and Mathy, 2011) or as important (Jeunehomme and 
D’Argembeau, 2017) to vividness as spatial details. Vividness is also 
enhanced by person familiarity (Robin et al., 2016). It is possible that 
eye movements reflect spatial relationships between the features of an 
imagined event to re-instantiate a spatiotemporal context (Brandt and 
Stark, 1997; Wynn et al., 2019), rather than a single scene feature. It is 
yet unresolved whether vividness and eye movements are preferentially 
sensitive to certain features of simulation. 

Here we integrated eye-tracking into a repetition suppression para
digm to examine how simulation vividness, measured both subjectively 
(i.e., self-reported vividness ratings) and objectively (i.e., eye move
ments), predicts brain activity related to future simulation, focusing on 
three key aims. Our first aim was to test the relationship between 
vividness ratings and eye movements, as measured by fixations. We 

anticipated a negative relationship, as in prior work with future simu
lation (Sheldon et al., 2019). Our second aim was to test whether 
vividness ratings and/or eye movements could predict the magnitude of 
repetition suppression in the brain. A third exploratory aim was to 
determine whether this relationship would pertain to specific features of 
simulation. To this end, we employed a recombination technique to 
separately examine brain activity related to person and location features 
of simulation. Given the negative relationship between fixations and 
future-oriented episodic detail, one might expect a parallel relationship 
between fixations and repetition suppression in the default network, and 
the opposite relationship for self-reported vividness. If scenes are inte
gral to the experience of simulation vividness, location features may 
drive this effect. If supported, these findings will shed light on the shared 
and distinct roles of self-reported vividness ratings and eye movements 
in future simulation and how they may give rise to separable features 
during construction. 

2. Materials & methods 

2.1. Participants 

Thirty-four healthy young adults between the ages of 18–32 (14 
male, 18 female, 2 nonbinary; M = 23.11 years, SD = 4.41 years) were 
included in the study. Participants were recruited from Harvard Uni
versity and the greater Boston area to take part in a 2-3-h study on 
imagination through online and flier advertisements. Compensation was 
course credit or cash payment. Initial screening involved a phone call to 
rule out use of psychoactive medications, history of disorders known to 
impact cognition (e.g., mood disorders), and standard MRI contraindi
cations (i.e., metal in the body). All participants were right-handed with 
normal or corrected-to-normal vision. Seven additional participants 
were excluded for excessive in-scanner motion (n = 5), discomfort in the 
scanner (n = 1), and scanner presentation errors (n = 1). All participants 
provided written informed consent in compliance with the Harvard 
University Institutional Review Board. 

2.2. Simulation paradigm and procedure 

Prior to the experimental session, participants generated a list of 72 
familiar people and 72 familiar locations on their personal computers. 
Participants were allowed to use their phone contacts and/or social 
media to help them. A familiar person included anyone that participants 
personally knew and could visually bring to mind. Familiar locations 
included specific, relatively small areas of space that the participants 
had personally visited. For houses and larger buildings, each room was 
considered a different location if the visual image was distinct. For larger 
outside locations, participants were instructed to focus in on a specific 
area where they could imagine the immediate surroundings, which 
could include a landmark. All people and locations were limited to 3–4 
words. No other constraints were placed on participants (e.g., number of 
relatives listed, when the location was last visited). Participants sent the 
completed lists to the researchers and feedback was provided when 
necessary (e.g., repeats, too many words). Prior to the session, people 
and locations were randomly combined to generate person-location 
pairs for the experimental session. This recombination technique has 
been used in similar fMRI (e.g., Szpunar et al., 2014) and behavioral 
studies of future simulation (e.g., Wiebels et al., 2020). 

Upon arrival, participants were first trained on the simulation task 
with generic person-location pairs of famous people and places. Partic
ipants were allowed to repeat the practice task as many times as needed. 
On every trial of the simulation task, participants saw a person-location 
pair from their lists presented on screen. After 2 seconds, the text dis
appeared and a black screen was presented for 10 seconds. During this 
time, participants were asked to imagine a plausible future event 
unfolding while keeping their eyes open and on screen. Specifically, 
participants were instructed to imagine being in the location and 
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interacting with the person (actively or passively). Critically, partici
pants were instructed not to recall past experiences for these events. The 
trial ended with a vividness rating on a 4-point Likert scale (“How vivid 
was your imagined event?” 1: not at all vivid, 4: very vivid) before the 
next trial began. Trials were separated by a manual drift correction with 
a central disk. 

The simulation task was divided into two parts: a session with eye- 
tracking outside of the scanner and a MRI session. The pre-scan ses
sion was broken down into two runs of the task (Exposure 1 and Expo
sure 2), each with 48 unique person-location pairings. Trials in each 
Exposure run were identical except for the order of presentation. In 
other words, participants saw each of the unique 48 pairs twice. Trials 
during the MRI session were broken down into 5 different conditions: 1) 
Repeat, or person-location pairs that were seen twice before scanning 
(Exposure 3); 2) New Location, where the person was previously 
encountered in the pre-scan session but was now paired with a new 
location from the participant’s list; 3) New Person, where the location 
was previously encountered in the pre-scan session but was now paired 
with a new person from the participant’s list; 4) Recombine, where both 
the person and location were previously encountered in the pre-scan 
session but in different pairings, and 5) Novel, where a completely 
new person-location pair was presented from the participant’s lists. As 
eye-tracking was not collected during scanning, trials were separated by 
a jittered inter-trial interval of 2.5–10 s with a central fixation cross. 
Each run of the MRI session consisted of 20 trials, 4 trials per condition. 
Three MRI runs were collected, resulting in 60 total trials, 12 per 
condition. 

The simulation paradigm was used to test for repetition effects on the 
component features of event simulation (as in Szpunar et al., 2014). By 
pairing the exposure runs with eye-tracking and vividness ratings, we 
could also test whether vividness ratings and/or eye movements from 
the initial simulation predicted repetition effects by the third simulation. 
Fig. 1 depicts the experimental procedure and key dependent variables. 

2.3. Data acquisition and processing 

2.3.1. Eye-tracking & behavioral data 
During the pre-scan session, the task was presented in Experiment 

Builder (SR Research Ltd., Mississaugua, Canada) on a 24-inch monitor 

(1366 x 768 pixel resolution) positioned 70 cm away from participants. 
A chin rest was used to mitigate participant head motion. Monocular eye 
movements were recorded with a remote Eyelink 1000 Plus eye tracker 
(SR Research Ltd., Mississaugua, Canada) at 1000Hz sampling rate. A 9- 
point calibration was performed before the start of the task and manual 
drift correction with a central disk (>5◦) was performed before the start 
of each trial to maximize data quality. 

In an effort to speak to the opposite findings for past recollection and 
future simulation, our eye movement measure of interest was fixation 
count, which was calculated as part of the eye-tracking output. Eyelink 
defines saccades greater than 0.5◦ of visual angle as having a velocity 
threshold of 30◦/sec, an acceleration threshold of 8000◦/sec, and an 
onset threshold of 0.15◦. Blinks are defined as periods where saccade 
signal is missing for 3 or more consecutive samples. All other samples 
are classified as fixations. The number of fixations on each trial is tallied 
to yield a fixation count. Fixation counts were extracted from an interest 
period of 10 seconds when the black screen was up. Fixation counts on 
each trial as well as vividness and vividness response times (RT) were 
extracted for each participant. 

2.3.2. Neuroimaging 
Neuroimaging data were collected on a 3T Siemens Magnetom 

Prisma (Siemens Helathineers, Erlangen, Germany) with a 32-channel 
head coil. Anatomical images were T1-weighted volumetric multi-echo 
magnetization prepared rapid gradient echo sequence with inversion 
recovery (TR = 2.2s; TE = 1.69; FA = 7◦; 1 mm isotropic voxels; FOV =
256mmx256mm; 176 slices; total time = 6m12s). Three task-based 
functional runs were collected with a multi-band single-echo EPI 
sequence with 2D readout (TR = 2s; TE = 30ms; FA = 80◦; 1.7 mm 
isotropic voxels; FOV = 124mmx124mm; multiband acceleration factor 
= 3; 231 vol; total time = 8m10s). Duo pads were used to help stabilize 
participants’ heads. The task was presented in Experiment Builder (SR 
Research Ltd., Mississaugua, Canada) and back-projected with a mirror 
mounted on the head coil. A multi-button response box was used for 
vividness ratings. Participants wore MRI-safe glasses when needed. 

Anatomical and functional images were preprocessed with 
fMRIprep. 

2.3.2.1. Anatomical preprocessing. A total of 1 T1-weighted (T1w) 

Fig. 1. Experimental Paradigm. A recombination paradigm was used to create participant-specific cues for simulation. On each trial, participants imagined future 
events involving the cued person and place for several seconds before rating the vividness of the imagined event. The first part of the session, Exposure 1 and 
Exposure 2, was conducted outside of the scanner and with eye-tracking. Trials from Exposure 1 and Exposure 2 were identical, except that they were presented in 
different orders. These trials included the first and second simulations of the same event. Following these trials, Exposure 3 was conducted inside the scanner. It 
contained exact repeats, which served as the third simulation of an event, along with New Person and New Location variations. Dependent variables of interest from 
Exposure 1 and Exposure 2 were vividness, RT for the vividness rating, and fixation counts. Variables of interest from Exposure 3 were repetition-related brain 
activity, vividness, and vividness RT. 
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images were found within the input BIDS dataset. The T1-weighted 
(T1w) image was corrected for intensity non-uniformity (INU) with 
N4BiasFieldCorrection (Tustison et al., 2010), distributed with ANTs 
2.3.3 (Avants et al., 2008), and used as T1w-reference throughout the 
workflow. The T1w-reference was then skull-stripped with a Nipype 
implementation of the antsBrainExtraction.sh workflow (from ANTs), 
using OASIS30ANTs as target template. Brain tissue segmentation of 
cerebrospinal fluid, white matter and gray matter was performed on the 
brain-extracted T1w using fast (FSL, Zhang et al., 2001). Brain surfaces 
were reconstructed using recon-all (FreeSurfer 7.2.0, Dale et al., 1999), 
and the brain mask estimated previously was refined with a custom 
variation of the method to reconcile ANTs-derived and 
FreeSurfer-derived segmentations of the cortical gray-matter of Mind
boggle (Klein et al., 2017). Volume-based spatial normalization to one 
standard space (MNI) was performed through nonlinear registration 
with antsRegistration (ANTs 2.3.3), using brain-extracted versions of 
both T1w reference and the T1w template. The following templates were 
selected for spatial normalization: Custom young-old population 
MNI-space MRI anatomical template. 

2.3.2.2. Functional preprocessing. For each of the 3 BOLD runs found per 
participant, the following preprocessing was performed. First, a refer
ence volume and its skull-stripped version were generated by aligning 
and averaging 1 single-band reference (SBRefs). Head-motion parame
ters with respect to the BOLD reference (transformation matrices, and 
six corresponding rotation and translation parameters) are estimated 
before any spatiotemporal filtering using mcflirt (FSL 6.0.5.1, Jenkinson 
et al., 2002). BOLD runs were slice-time corrected to 0.955s (0.5 of slice 
acquisition range 0s–1.91s) using 3dTshift from AFNI (Cox and Hyde, 
1997). The BOLD time-series (including slice-timing correction when 
applied) were resampled into their original, native space by applying the 
transforms to correct for head-motion. These resampled BOLD 
time-series will be referred to as preprocessed BOLD in original space, or 
just preprocessed BOLD. The BOLD reference was then co-registered to 
the T1w reference using bbregister (FreeSurfer) which implements 
boundary-based registration (Greve and Fischl, 2009). Co-registration 
was configured with six degrees of freedom. First, a reference volume 
and its skull-stripped version were generated using a custom method
ology of fMRIPrep. Several confounding time-series were calculated 
based on the preprocessed BOLD: framewise displacement (FD), DVARS 
and three region-wise global signals. FD was computed using two for
mulations following Power (absolute sum of relative motions, Power 
et al., 2014) and Jenkinson (relative root mean square displacement 
between affines, Jenkinson et al., 2002). FD and DVARS are calculated 
for each functional run, both using their implementations in Nipype 
(following the definitions by Power et al., 2014). The three global sig
nals are extracted within the cerebrospinal fluid, the white matter, and 
the whole-brain masks. The head-motion estimates calculated in the 
correction step were placed within the corresponding confounds file. 
The confound time series derived from head motion estimates and global 
signals were expanded with the inclusion of temporal derivatives and 
quadratic terms for each (Satterthwaite et al., 2013). Frames that 
exceeded a threshold of 0.5 mm FD or 1.5 standardized DVARS were 
annotated as motion outliers. Additional nuisance timeseries are calcu
lated by means of principal components analysis of the signal found 
within a thin band (crown) of voxels around the edge of the brain, as 
proposed by (Patriat et al., 2017). The BOLD time-series were resampled 
into standard space, generating spatially-normalized, preprocessed 
BOLD runs in MNI space. First, a reference volume and its skull-stripped 
version were generated using a custom methodology of fMRIPrep. 
Automatic removal of motion artifacts using independent component 
analysis (ICA-AROMA, Pruim et al., 2015) was performed on the pre
processed BOLD data in MNI space time-series. The “aggressive” 
noise-regressors were collected and placed in the corresponding con
founds file. Critically, no denoising was performed at this step. The 

preprocessed BOLD data in MNI space were then smoothed at 4 mm 
FWHM in SPM12. 

As in the exposure session, vividness and vividness RT were extracted 
from each trial of the MRI session. 

2.4. Analysis 

2.4.1. Eye-tracking & behavioral data 
Our measures of interest from the pre-scan Exposure runs were 

vividness and fixation counts (see Fig. 1). Average rating, RT, and fix
ation count per Exposure run were calculated for each participant. 
Vividness ratings from the Exposure runs were not recorded for 7 par
ticipants due to a technical error early in the experiment. Analyses with 
vividness ratings and RT include 27 participants, while all others include 
the full sample of 34 participants. 

A series of one-way repeated measures ANCOVAs were conducted to 
test for repetition effects on vividness ratings, vividness rating RT, and 
fixation counts. ANCOVAs on vividness ratings and RT also included 
Repeat trials from the MRI session (Exposure 3). Notably, these analyses 
included 48 trials for Exposure 1, 48 trials for Exposure 2, and 12 trials 
for Exposure 3 (see Supplemental Material for analyses using only the 
repeated trials across Exposures). Two additional two-way repeated 
measures ANCOVAs were run on all trials from the MRI session only to 
test for condition and run effects on vividness ratings and RT. Gender 
and education were included as covariates of noninterest in all ANCO
VAS. For variables demonstrating a significant change between the first 
and second Exposure runs, a difference score was calculated as the score 
from Exposure 2 minus the score from Exposure 1. 

Our first aim was to examine the relationship between eye move
ments and vividness during initial future simulation. Spearman’s ⍴ 
correlations were conducted between vividness ratings and RT or fixa
tion counts to account for the ordinal nature of vividness ratings. We 
report Spearman’s ⍴ correlations with 95% confidence intervals at an 
alpha of 0.05 and p < 0.05. Correlations were repeated for change 
scores. All correlations are reported with gender and education partialed 
out. 

2.4.2. Neuroimaging 
Functional data were fed into SPM12 to estimate general linear 

models (GLM) with a slow, event-related design assuming a canonical 
hemodynamic response function. For each participant, each run was 
modeled separately and consisted of cue onsets with a 12-second dura
tion (cue + simulation) and vividness rating onsets with 4-second du
rations. Regressors of non-interest included the 6 rigid-body motion 
parameters as well as the timeseries of motion components flagged in 
AROMA (M = 18.91,SD = 6.76). Two participants only had two runs of 
data: one chose to end the experiment early, one arrived late. 

Fixed participant effects were brought to the group level, where a 
series of planned contrasts were tested to identify regions showing 
repetition effects of simulation (as in Szpunar et al., 2014). Specifically, 
repetition suppression effects identified regions involved in constructing 
simulated events, the locations in which the events took place, and the 
people involved. These contrasts included Novel > Repeat, New Loca
tion > Repeat (exclusively masked by New Person > Repeat), and New 
Person > Repeat (exclusively masked by New Location > Repeat). 
Exclusive masks were used to inspect activity unique to construction of 
location and person features, and to control for potential variations in 
binding operations and effort. The conjunction between New Location 
> Repeat and New Person > Repeat was also examined to identify 
shared activity for the construction of location and person features. 
Repetition enhancement effects identified regions related to elaboration 
of simulated events, the locations in which the events took place, and the 
people involved. These contrasts included Repeat > Novel, Repeat >
New Location, and Repeat > New Person. The conjunction between 
Repeat > New Location and Repeat > New Person was also examined. 
For completeness, we also examined Novelty (Novel > Repeat masked 
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by New Person + New Location > Repeat) to explore 
suppression-related activity for social scenarios in general, and 
Recombine > Repeat to explore activity repetition suppression related to 
binding processes (see Supplementary Material). All contrasts included 
each participant’s total number of AROMA noise components (M =
55.23, SD = 17.31) as a covariate to control for the variable number of 
nuisance regressors included at the participant level. Exclusive masks 
were thresholded at p < 0.05. Contrasts were thresholded at an uncor
rected p < 0.001 with an extent of 20 contiguous voxels. Only results 
passing a cluster-level p < 0.001 (equivalent to a T = 3.22) are reported. 

2.4.3. Brain-behavior relationships 
Our second and third aims were to test whether vividness ratings 

and/or eye movements during an initial simulation could predict repe
tition effects during a third simulation, and to explore whether a rela
tionship would pertain to specific features of simulation. To this end, 
beta values were extracted from each contrast for clusters significantly 
active at p < 0.001. For the conjunctions, beta coefficients were 
extracted for each of the included contrasts. Partial correlations were 
conducted between beta values and the following variables from the 
Exposure runs: average vividness from Exposure 1, average change in 
vividness across Exposure runs, average fixation count from Exposure 1, 
and average change in fixation count across Exposure runs (see also 
Supplemental Material). Relationships with average vividness ratings 
from Exposure 3 were also tested for completeness. As in the random 

effects imaging analyses, total number of AROMA noise components 
were partialled out, along with gender and education. We report 
Spearman’s ⍴ correlations with 95% confidence intervals at an alpha of 
0.05 and a Bonferroni adjustment of p < 0.013 based on 4 tests for each 
cluster. 

3. Results 

3.1. Eye-tracking and behavior 

We first tested for repetition effects on vividness ratings, vividness 
rating RT, and fixation counts. For each subject, 48 trials for Exposure 1, 
48 trials for Exposure 2, and 12 trials for Exposure 3 were included. We 
orient the reader to Supplemental Material for re-analysis with the 12 
trials repeated across sessions in participants with data from all 
Exposures. 

A one-way repeated measures ANCOVA on vividness ratings 
revealed a significant main effect of repetition (F(2,2962) = 8.07, p <
0.001, ηp2 = 0.01; Fig. 2A, left panel), such that second and third sim
ulations were rated as more vivid than the first simulation (T12(2932) =
-2.70,p < 0.05,Cohen’s d = 0.10; T13(2574) = -3.69,p < 0.001,Cohen’s 
d = 0.14). Vividness between second and third simulations was not 
significantly different (T23(2571) = -1.96,p = 0.12). 

The corresponding ANCOVA on vividness RT also showed an effect of 
repetition (F(2,2962) = 10.04, p < 0.001, ηp2 = 0.001; Fig. 2B, left 

Fig. 2. Repetition effects on behavioral variables and relationships between them. (A–C) Vividness, RT, and fixation counts displayed as a function of 
repetition (left), as change scores between Exposure 1 and Exposure 2 (middle), and as mean change scores across the full sample (right). Change scores were 
calculated as the score from Exposure 2 minus the score from Exposure 1. (D) Scatterplots with trendlines depict associations between the variables, colored by 
repetition where appropriate. Partial correlation coefficients overlay the non-residualized data. Spearman’s rho correlations were conducted controlling for gender 
and education. Statistical analyses on vividness include 27 participants, all others include 34. Trial numbers included in analysis varied between Exposures 1–2 and 
Exposure 3: Exposure 1 consisted of 48 trials, Exposure 2 consisted of 48 trials, and Exposure 3 consisted of 12 trials. *p < 0.05, **p < 0.01, ***p < 0.001. 
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panel). Ratings were made faster on the second simulation compared to 
the first (T12(2932) = 3.00,p < 0.01,Cohen’s d = 0.11), but were made 
slower on the third simulation compared to the second (T23(2571) =
-4.10,p < 0.001,Cohen’s d = 0.15). No difference in RT was observed 
between the first and third simulations (T13(2574) = -2.22,p = 0.068). 
Vividness ratings were negatively correlated with RT during each 
simulation (first: ρ(1279) = -0.06,p < 0.05,[-0.12,-0.01]; second: 
ρ(1290) = -0.08,p < 0.005,[-0.13,-0.02]; third: ρ(386) = -0.13,p < 0.01, 
[-0.23,-0.03]; Fig. 2D, left panel). It is likely that RT was slower during 
the third simulation due to the short delay needed to transition partic
ipants into the scanner. 

The ANCOVA testing for differences in fixation count showed a main 
effect of repetition (F(1,3260) = 4.56,p < 0.05,ηp2 = 0.001; Fig. 2C, left 
panel), where fixation count was slightly higher during the second 
simulation compared to the first (T(3260) = -2.134, p < 0.05,Cohen’s d 
= 0.08). This effect was likely due to one participant who uniquely 
demonstrated more overall fixations during the second simulation, as 
can be appreciated by an outlying value for change in fixations (Fig. 2C, 
right panel). Indeed, no difference in fixation count was observed across 
sessions when this participant was removed from the analysis (F 
(1,3164) = 0.02,p = 0.884,ηp2<0.00). We opted to keep the participant 
in subsequent analyses, but use Spearman’s correlations, which are 
more robust to outliers. 

Our first aim was to test for a relationship between eye movements 
and vividness during an initial future simulation. Higher vividness rat
ings were related to fewer fixations during initial simulation (ρ(1279) =
-0.12, p < 0.001,[-0.17, − 0.06]; Fig. 2D, middle panel). The relationship 
remained when controlling for RT (ρ(1278) = -0.11, p < 0.001, [-0.17,- 
0.06]). The same negative relationship was present during the second 
simulation (ρ(1290) = -0.10,p < 0.001,[-0.15,-0.04]), and persisted 
when controlling for RT (ρ(1289) = -0.11, p < 0.001,[-0.16,-0.06]). 
These results are broadly in line with findings showing that more 
detailed simulation relates to fewer, longer fixations (Sheldon et al., 
2019). Average scores of vividness, RT, and fixation counts per Exposure 
session were calculated for subsequent brain-behavior correlations. No 
average scores were related (all p values > 0.3). 

We next tested whether vividness, RT, and fixation count repetition 
effects were related. Change scores of each variable were calculated 
trial-wise for each participant and averaged to yield one score per 
participant (Fig. 2A–C, middle and right panels). Although vividness and 
RT were negatively correlated during each simulation separately, 
change in vividness was not related to change in RT (ρ(1281) = -0.03,p 
= 0.274,[-0.09,0.02]). Change in vividness was significantly related to 
change in fixation count, such that a more positive change in vividness 
was related to a more negative change in fixation count across simula
tions (ρ(1277) = -0.07,p < 0.05,[-0.12,-0.01]; Fig. 2D, right panel). The 
relationship remained when controlling for change in RT (ρ(1276) =
-0.06,p < 0.05,[-0.11,-0.01]). 

ANCOVAs were also conducted on all trials from the MRI session to 
test for condition and run effects on vividness ratings and RT (Supple
mentary Fig. 2). A main effect of condition (F(4,1928) = 10.35,p <
0.001,ηp2 = 0.021) demonstrated that Repeat trials were rated as more 
vivid than trials from all other conditions (all Ts(1928)<=-0.59 to 
− 4.50,p < 0.001,Cohen’s d = 0.21-0.25). That is, events that were 
simulated a third time were more vivid than all other simulations 
(Novel, New Person, New Place, Recombine). An effect of run number (F 
(2,1928) = 1.67,p = 0.189,ηp2 = 0.002) and the interaction between 
condition and run number (F(8,1928) = 1.18,p = 3.103,ηp2 = 0.005) 
were not significant. Condition also had a small but significant effect on 
RT (F(4,1928) = 3.05,p < 0.05,ηp2 = 0.006), where Repeat trials were 
rated faster than New Person trials only (T(1928) = 2.959,p < 0.05, 
Cohen’s d = 0.13). Run number (F(2,1928) = 0.95,p = 0.387,ηp2 =

0.001) and the interaction between condition and run number (F 
(8,1928) = 0.59,p = 0.791,ηp2 = 0.002) had no effect on RT. 

3.2. Neuroimaging 

We next report on brain-based repetition effects from all 34 partic
ipants before summarizing brain-behavior relationships that address 
aims 2 and 3. To foreshadow, the imaging findings largely replicate 
Szpunar et al. (2014). Results from contrasts outside the scope of this 
paper can be found in Supplemental Material. 

3.2.1. Repetition suppression effects 
Initial compared to repeated simulation (Novel > Repeat) involved 

the recruitment of midline and lateral regions associated with the 
default network (Fig. 3A, warm colors), including posterior cingulate 
cortex, medial prefrontal cortex, dorsal prefrontal cortex, and posterior 
parietal cortex. Large bilateral hippocampus and cerebellar clusters 
were also observed. Full results are listed in Table 1. Initial, relative to 
repeated, simulation of locations (New Location > Repeat, masked by 
New Person > Repeat) uniquely engaged a small set of regions bilater
ally (Fig. 4A): hippocampus, posterior cingulate cortex, and posterior 
parietal cortex (Table 2). No unique clusters were found for initial 
compared to repeated simulation of people (New Person > Repeat 
masked by New Location > Repeat). However, a conjunction analysis 
testing for shared, rather than unique, activation for first simulation of 
location and person features revealed that both features engaged pos
terior cingulate cortex, ventromedial prefrontal cortex, and dorsal pre
frontal cortex during initial (compared to repeated) simulation 
(Supplementary Fig. 3A, warmer colors; Table S1). These results 
remained after masking out effects of potential new person and location 
binding processes with Recombine > Repeat (see Supplementary Fig. 3). 
Together these results suggest common neural engagement of different 
features during initial simulation as well as engagement unique to 
spatial construction. 

3.2.2. Repetition enhancement effects 
Repeated, relative to novel, simulations (Repeat > Novel) engaged 

mostly parietal regions including inferior and posterior parietal cortex, 
postcentral gyrus, and precuneus (Fig. 3A, cooler colors; Table 1). No 
clusters were uniquely related to repeated compared to initial simula
tion of locations or people (Repeat > New Location, Repeat > New 
People). However, the conjunction analysis revealed shared engagement 
of regions in bilateral inferior parietal cortex and precuneus (Supple
mentary Fig. 3A, cooler colors; Table S1). These findings suggest that 
neural repetition enhancement during simulation may not be specific to 
different constructive features. 

3.3. Brain-behavior relationships 

Our second aim was to test whether eye movements and/or vividness 
during initial simulation outside the MRI scanner predicted neural 
activation during a third simulation. Beta coefficients from significant 
clusters in the reported contrasts were extracted and correlated with 
average vividness from Exposure 1, average fixation count from Expo
sure 1, average change in vividness, and average change in fixation 
count. 

Average fixation count, but not average vividness, was significantly 
correlated with activity in bilateral hippocampus during initial relative 
to repeated simulation (Fig. 3B, left panel). Specifically, fewer fixations 
on average during the first simulation predicted greater activity in these 
regions for Novel > Repeat (Left hippocampus: ρ(29) = -0.534,p <
0.001,[-0.74,-0.24]; Right hippocampus: ρ(29) = -0.449,p < 0.01, 
[-0.68,-0.13]). A more positive overall change in fixation count from 
Exposure 1 to Exposure 2 also predicted more activity in middle tem
poral cortex for Novel > Repeat (ρ(29) = 0.563,p < 0.001,[0.28,0.76]; 
Fig. 3B right panel). The relationship remained when dropping the 
participant with an outlying change score (ρ(28) = 0.540,p < 0.001, 
[0.24,0.75]). No other correlations for Novel > Repeat or Repeat >
Novel survived correction for multiple comparisons (see Table 1 for full 
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listing). 
Our third exploratory aim was to determine whether the detected 

brain-behavior relationships were driven by specific features of simu
lation (i.e., locations and/or people). 

Correlations were run with beta coefficients from significant clusters 
in contrasts that revealed unique repetition-related brain activity for 
each feature. As no significant clusters were observed for New Person >
Repeat (masked by New Location > Repeat), correlations were only run 
for coefficients from New Location > Repeat (masked by New Person >
Repeat). Average fixation count during first simulation significantly 
predicted brain activity in the right hippocampus in New Location >
Repeat (ρ(29) = -0.465,p < 0.01,[-0.69,-0.15]; Fig. 4B). No other cor
relations survived correction for multiple comparisons (see Table 2 for 
full listing). 

Correlations were then repeated with beta coefficients from signifi
cant clusters in the conjunction between New Location > Repeat and 
New Person > Repeat as well as the conjunction between Repeat > New 
Location and Repeat > New Person. This analysis revealed whether 
brain-behavior relationships in the shared repetition-related activity 
were driven by one feature more than another. The only relationship 
that survived multiple comparisons correction was that between poste
rior parietal cortex activity for Repeat > New Location and average 
change in vividness (Supplementary Fig. 3B, Table S1). A more positive 
overall change in vividness between first and second simulations was 
related to less repetition enhancement of locations in posterior parietal 
cortex (ρ(22) = -0.50,p < 0.01,[-0.74,-0.15]). This relationship 
remained when controlling for change in RT (ρ(21) = -0.53,p < 0.01, 
[-0.76,-0.18]). 

4. Discussion 

4.1. More vivid simulations involve fewer eye movements 

With respect to our first aim, we found that vividness ratings, but not 
eye movements, showed repetition effects. In other words, participants 
subjectively rated imagined scenarios as more vivid the second time, but 
objective fixation change was negligible. Intuitively, one might expect a 
mental image to be more vivid with repetition as construction demands 
decrease. Indeed, vividness ratings have been shown to go up after 
repeated simulation (De Brigard et al., 2013; Devitt et al., 2020; Wiebels 
et al., 2020). However, Gurguryan et al. (2021) found no change in 
self-reported vividness between the first and fifth retrieval of an auto
biographical memory. This finding may point to a key difference in the 
reconstruction of a memory versus the construction of an imagined 

event. While remembered details may change over long periods of time 
(Fivush and Grysman, 2023), participants likely conjure up the same 
features—features cemented to an actual event—during each retrieval 
within a short timeframe, such as a study session. Conversely, features of 
an imagined future scenario may increasingly integrate into the event as 
it continues to crystallize with each repetition. Similarly, eye move
ments contain information about one’s familiarity with a stimulus. 
Fixation counts generally decrease when a stimulus is old and increase 
when it is new, serving as an implicit mnemonic measure (Althoff et al., 
1999; Ryan et al., 2007; Smith et al., 2006). Here, fixation counts were 
comparable across the first and second simulations, which may further 
suggest that participants were continuing to build the event in their 
minds. 

More vivid simulations were accompanied by fewer fixations during 
initial as well as repeated simulation. Moreover, the more vivid simu
lations became with repetition, the fewer fixations participants made. 
These results add to a mixed literature on the relationship between eye 
movements and episodic processes. Armson et al. (2021) reported a 
positive association between fixations and episodic details, mediated by 
self-appraisal of better episodic memory abilities, during recall of a 
staged event. Corroborating the findings here, Sheldon et al. (2019; 
replicated in Wynn et al., 2022) reported the opposite: a negative rela
tionship between fixation rate and episodic detail when individuals 
simulate future events and scenes. As alluded to above, one way to 
reconcile these seemingly opposite findings is that the eyes may behave 
differently during past and future construction. 

There is robust evidence that past recollection evokes more episodic 
detail and higher subjective vividness than future simulation (Addis 
et al., 2010; D’Argembeau & Van Der Linden, 2004; Gamboz et al., 2010; 
Grysman et al., 2013; see also Schacter et al., 2012), but differential 
patterns of eye movements for past and future further suggests that 
vividness might transpire in different ways. Greater visual imagery 
during past, compared to future, thinking has also been related to more 
fixations (El Haj and Lenoble, 2018; Rasmussen and Berntsen, 2013). 
This finding has been interpreted as evidence that the visual system 
re-activates stored memory representations. In other words, eye move
ments during imagery are not random. Rather, they may re-instantiate 
the original spatial locations and relational associations of memory de
tails (Brandt and Stark, 1997; Ferreira et al., 2008; Wynn et al., 2019). 
Higher fixations during recollection of ingrained memories may there
fore be a consequence of adaptive memory retrieval. Indeed, associative 
memory performance with scenes exceeds that with either faces or ob
jects, in part due to more fixations on scene trials (Robin and Olsen, 
2019). With respect to future events, it has been suggested that fewer 

Fig. 3. Overall repetition effects and relationships to behavior. (A) Novel > Repeat and Repeat > Novel results projected on the surface and thresholded at T = 3 
for visualization purposes. Beta coefficients from significant clusters were extracted and correlated with behavioral variables from Exposure 1 and change scores (see 
Methods). (B) Scatterplots with distributions and trendlines depict significant associations. Partial correlation coefficients are overlaid over the non-residualized data. 
Spearman’s ρ correlations were conducted controlling for total AROMA noise components, gender, and education. Volumes containing the relevant clusters are also 
shown. 34 participants were included in this analysis. L = left, R = right. 
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fixations are made as compared to retrieved events since visual imagery 
and memory retrieval demands are low (El Haj and Lenoble, 2018). That 
said, constraining eye movements during future thinking negatively 
impacts the episodic detail conveyed and visual imagery experienced 
(de Vito et al., 2015a, 2015b; Gautier et al., 2022). The negative rela
tionship during ‘free’ simulation observed here may merely reflect less 
reliance on the retrieval of spatial relationships, perhaps suggesting that 

other episodic features drive vivid simulation of future events (Zaman 
et al., 2023). It is also possible that high familiarity with the people and 
place cues made it easy to simulate future events, whereas a more 
difficult task may require more eye movements (see also section 4.4; 
Johansson et al., 2011; Wynn et al., 2019). As vividness ratings were 
never at ceiling, task difficulty, or the lack thereof, cannot fully explain 
the negative relationship observed between subjective vividness and 

Table 1 
Repetition effects of future simulation and relationships to vividness and fixation count.  

Region Group-level Contrasts Correlations with Exposure 1–2 Behavior: ρ (p) [CI] Correlations with 
Exposure 3 Behavior: ρ 
(p) [CI] 

x y z k t Vividness (exp1) Change in 
Vividness (exp2 - 
exp1) 

Fixation Count 
(exp1) 

Change in Fixation 
Count (exp2 - exp1) 

Vividness (exp3) 

Novel > Repeat 
Posterior cingulate 

cortex 
1 − 58 20 1613 7.38 0.040 (0.844) 

[-0.35, 0.41] 
0.193 (0.335) 
[-0.20,0.53] 

− 0.355 (0.039) 
[-0.62,-0.02] 

0.220 (0.212) 
[-0.13,0.52] 

0.008 (0.964) 
[-0.33,0.35] 

Cerebellum − 9 − 83 − 36 127 7.25 − 0.005 (0.982) 
[-0.38,0.38] 

− 0.006 (0.976) 
[-0.39,0.37] 

− 0.077 (0.663) 
[-0.41,0.27] 

0.155 (0.381) 
[-0.19,0.47] 

0.016 (0.927) 
[-0.32,0.35] 

Ventromedial 
prefrontal cortex 

3 49 − 9 1393 6.84 0.216 (0.280) 
[-0.18,0.55] 

0.231 (0.246) 
[-0.16,0.56] 

− 0.106 (0.550) 
[-0.43,0.24] 

0.259 (0.140) 
[-0.09,0.55] 

0.235 (0.180) 
[-0.11,0.53] 

Anterior cingulate 
cortex 

− 1 8 27 67 6.53 0.430 (0.025) 
[0.06,0.7] 

0.221 (0.268) 
[-0.17, 0.55] 

− 0.064 (0.720) 
[-0.39,0.28] 

0.100 (0.573) 
[-0.25,0.42] 

0.393 (0.022) 
[0.06,0.65] 

Dorsal prefrontal 
cortex 

− 23 32 50 546 6.12 0.036 (0.858) 
[-0.35,0.41] 

0.071 (0.726) 
[-0.32,0.44] 

− 0.235 (0.181) 
[-0.53,0.11] 

0.233 (0.184) 
[-0.11,0.53] 

0.012 (0.945) 
[-0.33,0.35] 

Middle temporal 
cortex 

59 − 5 − 16 72 6.02 0.012 (0.952) 
[-0.37,0.39] 

0.089 (0.661) 
[-0.30,0.45] 

− 0.057 (0.748) 
[-0.39,0.29] 

0.563 (0.001) 
[0.28,0.76] 

0.176 (0.320) 
[-0.17,0.49] 

Hippocampus 26 − 34 − 16 241 6.01 0.104 (0.606) 
[-0.29,0.47] 

− 0.037 (0.854) 
[-0.41,0.35] 

¡0.449 (0.008) 
[-0.68,-0.13] 

0.234 (0.182) 
[-0.11,0.53] 

0.084 (0.637) 
[-0.26,0.41] 

Cerebellum 8 − 80 − 33 329 5.84 − 0.418 (0.030) 
[-0.69,-0.04] 

− 0.098 (0.626) 
[-0.46,0.29] 

− 0.120 (0.500) 
[-0.44,0.23] 

0.139 (0.432) 
[-0.21,0.46] 

− 0.412 (0.015) 
[-0.66,.-0.09] 

Posterior parietal 
cortex 

43 − 65 27 426 5.55 0.263 (0.186) 
[-0.13,0.58] 

0.180 (0.369) 
[-0.21,0.52] 

− 0.405 (0.017) 
[-0.65,-0.08] 

0.219 (0.213) 
[-0.13,0.52] 

0.174 (0.325) 
[-0.17,0.48] 

Cerebellum 6 − 60 − 46 184 5.53 0.162 (0.420) 
[-0.23,0.51] 

0.166 (0.408) 
[-0.23,0.51] 

− 0.312 (0.072) 
[-0.59,0.03] 

− 0.107 (0.548) 
[-0.43,0.24] 

0.048 (0.790) 
[-0.30,0.38] 

Posterior parietal 
cortex 

− 43 − 73 30 351 5.52 0.223 (0.264) 
[-0.17,0.56] 

0.184 (0.357) 
[-0.21,0.53] 

− 0.239 (0.173) 
[-0.53,0.11] 

0.200 (0.256) 
[-0.15,0.50] 

0.160 (0.366) 
[-0.19,0.47] 

Hippocampus − 30 − 37 − 14 211 5.48 0.324 (0.099) 
[-0.06,0.63] 

0.084 (0.676) 
[-0.31,0.45] 

¡0.534 (0.001) 
[-0.74,-0.24] 

0.155 (0.382) 
[-0.19,0.47] 

0.109 (0.540) 
[-0.24,0.43] 

Dorsomedial 
prefrontal cortex 

− 2 10 49 149 5.41 0.036 (0.858) 
[-0.35,0.41] 

0.104 (0.604) 
[-0.29,0.47] 

0.059 (0.742) 
[-0.29,0.39] 

0.240 (0.171) 
[-0.11,0.54] 

0.087 (0.625) 
[-0.26,0.41] 

Occipital cortex 20 − 100 − 4 92 4.79 0.019 (0.925) 
[-0.36,0.40] 

0.316 (0.109) 
[-0.07, 0.62] 

− 0.137 (0.440) 
[-0.45,0.21] 

0.062 (0.726) 
[-0.28,0.39] 

− 0.019 (0.913) 
[-0.36,0.32] 

Medial prefrontal 
cortex 

− 1 56 22 217 4.76 0.143 (0.477) 
[-0.25,0.50] 

0.163 (0.417) 
[-0.23,0.51] 

− 0.158 (0.374) 
[-0.47,0.19] 

0.138 (0.438) 
[-0.21,0.45] 

0.100 (0.572) 
[-0.25,0.42] 

Insula − 40 25 − 4 86 4.61 0.020 (0.921) 
[-0.36,0.40] 

− 0.062 (0.758) 
[-0.43,0.33] 

0.176 (0.318) 
[-0.17,0.49] 

0.177 (0.316) 
[-0.17,0.49] 

0.060 (0.735) 
[-0.28,0.39] 

Dorsomedial 
prefrontal cortex 

− 8 27 25 65 4.57 − 0.049 (0.809) 
[-0.42,0.34] 

0.216 (0.279) 
[-0.18,0.55] 

− 0.148 (0.402) 
[-0.46,0.20] 

0.378 (0.027) 
[0.05,0.64] 

− 0.058 (0.744) 
[-0.39,0.29] 

Dorsolateral 
prefrontal cortex 

− 52 20 23 116 4.56 − 0.015 (0.942) 
[-0.39,0.37] 

− 0.002 (0.993) 
[-0.38,0.38] 

0.065 (0.714) 
[-0.28,0.39] 

0.197 (0.265) 
[-0.15,0.50] 

0.053 (0.766) 
[-0.29,0.38] 

Dorsal prefrontal 
cortex 

26 19 52 113 4.53 0.142 (0.481) 
[-0.25,0.50] 

0.180 (0.369) 
[-0.21,0.52] 

− 0.417 (0.014) 
[-0.66,-0.09] 

0.231 (0.188) 
[-0.12,0.53] 

0.117 (0.508) 
[-0.23,0.44] 

Posterior temporal 
cortex 

− 50 − 61 − 12 103 4.52 0.308 (0.118) 
[-0.08,0.62] 

0.258 (0.193) 
[-0.14,0.58] 

− 0.045 (0.799) 
[-0.38,0.30] 

− 0.010 (0.956) 
[-0.35,0.33] 

0.150 (0.397) 
[-0.20,0.46] 

Repeat > Novel 
Posterior parietal 

cortex 
− 8 − 95 13 104 5.76 0.116 (0.565) 

[-0.28,0.48] 
− 0.059 (0.769) 
[-0.43,0.33] 

− 0.369 (0.032) 
[-0.63,-0.04] 

0.018 (0.921) 
[-0.32,0.35] 

− 0.145 (0.414) 
[-0.46,0.20] 

Posterior temporal 
cortex 

43 − 68 5 54 5.74 − 0.092 (0.647) 
[-0.45,0.30] 

0.121 (0.548) 
[-0.27,0.48] 

0.077 (0.667) 
[-0.27,0.40] 

0.366 (0.033) 
[0.03,0.63] 

− 0.031 (0.863) 
[-0.37,0.31] 

Inferior parietal 
cortex 

54 − 58 44 201 5.05 0.075 (0.710) 
[-0.31,0.44] 

0.002 (0.993) 
[-0.38,0.38] 

0.072 (0.687) 
[-0.27,0.40] 

− 0.236 (0.180) 
[-0.53,0.11] 

0.168 (0.343) 
[-0.18,0.48] 

Inferior parietal 
cortex 

40 − 48 42 57 4.85 0.208 (0.297) 
[-0.19,0.55] 

0.021 (0.918) 
[-0.36,0.40] 

0.049 (0.783) 
[-0.29,0.38] 

0.054 (0.762) 
[-0.29,0.39] 

0.172 (0.332) 
[-0.18,0.48] 

Dorsolateral 
prefrontal cortex 

43 53 3 69 4.65 − 0.137 (0.494) 
[-0.49,0.26] 

− 0.242 (0.224) 
[-0.57,0.15] 

0.286 (0.101) 
[-0.06,0.57] 

− 0.192 (0.277) 
[-0.50,0.16] 

− 0.027 (0.878) 
[-0.36,0.31] 

Precuneus 13 − 72 40 133 4.44 0.049 (0.782) 
[-0.29,0.38] 

− 0.065 (0.748) 
[-0.43,0.32] 

0.008 (0.969) 
[-0.37,0.39] 

0.149 (0.399) 
[-0.20,0.46] 

0.023 (0.896) 
[-0.32,0.36] 

Postcentral gyrus 62 − 37 44 116 4.25 0.217 (0.276) 
[-0.18,0.55] 

− 0.213 (0.286) 
[-0.55,0.18] 

0.048 (0.786) 
[-0.29, 0.38] 

− 0.205 (0.246) 
[-0.51,0.14] 

0.136 (0.442) 
[-0.21,0.045] 

Note. Group-level results were thresholded at an uncorrected cluster-level p < 0.001 and k = 20. Partial Spearman ρ correlation coefficients are reported controlling for 
total AROMA components, gender, and education. Bold denotes significance after Bonferroni correction for 4 tests. Exp1 = Exposure 1; Exp2 = Exposure 2; Exp3 =
Exposure 3. 

R. Setton et al.                                                                                                                                                                                                                                   



Neuropsychologia 197 (2024) 108852

9

fixations. 

4.2. Neural repetition effects of simulation: feature invariance and 
specificity 

A distributed set of brain regions serve as general purpose processors 
during task repetition, but a distinct set of regions in the default network 
appear to be involved in repeated episodic processing. A meta-analysis 

of 137 repetition suppression neuroimaging studies found that 
suppression-related activity converged in regions within lateral pre
frontal cortex and ventral temporal cortex for word, scene, face, and 
object stimuli (Kim, 2017). Even with an internally oriented simulation 
paradigm, here we found that the same regions exhibited repetition 
suppression. While these regions were active across tasks, perhaps 
stemming from low-level attention toward a cue, suppression-related 
activity is otherwise highly task specific. Here, repetition suppression 

Fig. 4. Repetition suppression unique to locations. (A) New Location > Repeat masked by New Person > Repeat results shown in the volume and thresholded at 
T = 3 for visualization purposes. (B) The scatterplot with distributions and trendline depicts the only significant association. Partial correlation coefficients are 
overlaid over the non-residualized data. Spearman’s ρ correlations were conducted controlling for total AROMA noise components, gender, and education. Volumes 
containing the relevant clusters are also shown. 34 participants were included in this analysis. R = right. 

Table 2 
Repetition effects of future simulation: Location.  

Region Group-level Contrasts Correlations with Exposure 1–2 Behavior: ρ (p) [CI] Correlations with 
Exposure 3 Behavior: ρ 
(p) [CI]  

x y z k t Vividness (exp1) Change in 
Vividness (exp2 - 
exp1) 

Fixation Count 
(exp1) 

Change in Fixation 
Count (exp2 - exp1) 

Vividness (exp3)  

New Location > Repeat masked by New Person > Repeat 
Hippocampus 30 − 31 − 19 122 6.25 0.189 (0.344) 

[-0.21,0.53] 
− 0.016 (0.937) 
[-0.39,0.37] 

¡0.465 (0.006) 
[-0.69,-0.15] 

0.187 (0.291) 
[-0.16,0.49] 

0.110 (0.537) 
[-0.24,0.43]  

Posterior 
cingulate 
cortex 

− 11 − 58 13 116 6.03 − 0.009 (0.964) 
[-0.39,0.37] 

0.139 (0.491) 
[-0.25,0.49] 

− 0.371 (0.031) 
[-0.63,-0.04] 

0.075 (0.675) 
[-0.27,0.40] 

− 0.053 (0.767) 
[-0.38,0.29]  

Posterior 
cingulate 
cortex 

18 − 51 16 177 5.50 − 0.004 (0.983) 
[-0.38,0.38] 

0.271 (0.171) 
[-0.12,0.59] 

− 0.253 (0.148) 
[-0.54,0.09] 

0.088 (0.619) 
[-0.26,0.41] 

0.055 (0.758) 
[-0.29,0.39]  

Hippocampus − 33 − 44 − 11 85 5.53 0.114 (0.571) 
[-0.28,0.47] 

0.109 (0.587) 
[-0.28,0.47] 

− 0.413 (0.015) 
[-0.66,-0.09] 

0.169 (0.339) 
[-0.18,0.48] 

0.087 (0.626) 
[-0.26,0.41]  

Posterior parietal 
cortex 

38 − 82 35 252 5.29 0.195 (0.330) 
[-0.20,0.54] 

0.244 (0.221) 
[-0.15,0.57] 

− 0.329 (0.058) 
[-0.60,0.01] 

0.198 (0.260) 
[-0.15,0.50] 

0.113 (0.524) 
[-0.23,0.43]  

Posterior parietal 
cortex 

− 37 − 77 33 105 4.26 0.389 (0.045) 
[0.01,0.67] 

0.148 (0.462) 
[-0.25,0.50] 

− 0.327 (0.059) 
[-0.60,0.01] 

0.001 (0.994) 
[-0.34,0.34] 

0.297 (0.088) 
[-0.05,0.58]  

Note. The contrast of New Person > Repeat was thresholded at p < 0.05 and used as an explicit mask for New Location > Repeat. Group-level results were thresholded 
at an uncorrected cluster-level p < 0.001 and k = 20. Partial Spearman ρ correlation coefficients are reported controlling for total AROMA components, gender, and 
education. Bold denotes significance after Bonferroni correction for 4 tests. Exp1 = Exposure 1; Exp2 = Exposure 2; Exp3 = Exposure 3. 
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of simulated events was overwhelmingly observed in regions affiliated 
with the default network. Large suppression-related activations included 
medial prefrontal cortex, posterior cingulate cortex, hippocampus, and 
dorsal prefrontal cortex, regions which all fall squarely within the 
default network (Andrews-Hanna et al., 2014; Buckner and DiNicola, 
2019; Raichle et al., 1996). Comparable patterns of activity have been 
reported in studies of autobiographical memory, counterfactual 
thinking, and future simulation (Gurguryan et al., 2021; St. Jacques 
et al., 2017; Szpunar et al., 2014; van Mulukom et al., 2013), suggesting 
that this pattern is characteristic of episodic processes. 

Within the default network, some structures may display feature 
invariance, playing a role in episodic processing more generally, while 
others may display feature sensitivity, coming online with the inclusion 
of certain details. The conjunction between location- and person-specific 
suppression revealed that large swaths of medial prefrontal cortex, 
posterior cingulate cortex, dorsal prefrontal cortex, and cerebellum are 
involved in the simulation of both types of details. The results persisted 
when controlling for binding-related effects of recombination, ruling out 
the possibility that shared activity is relegated to new construction de
mands. Indeed, medial prefrontal and posterior cingulate cortices, in 
particular serve as hubs in the core default network, displaying high 
functional connectivity with other regions throughout the network at 
rest and during different episodic tasks (Andrews-Hanna et al., 2010). 
Meanwhile subnetworks of the default network show evidence of dif
ferential task involvement, which may extend to differential features of 
recollection and imagination. As in Szpunar et al. (2014), suppression 
unique to locations was observed in bilateral posterior cingulate cortex, 
posterior parietal cortex, and hippocampus, regions that all come online 
during recollection and imagination of spatiotemporal details (Madore 
et al., 2016; Ritchey and Cooper, 2020). No unique activation was 
observed for people. 

One interpretation of these results is that location features initiate 
simulation and crystallize sooner than person features to evoke repeti
tion effects. This idea is broadly in line with the scene construction 
hypothesis, which posits that hippocampal-mediated instantiation of 
scenes forms the foundation of self-projection into the past, future, and 
navigational contexts (Hassabis and Maguire, 2007; Maguire and Mul
lally, 2013). If locations are used to create a scene, constructing new 
locations may unduly heighten constructive demands (Wiebels et al., 
2020). As such, the brain activity observed here may have also been 
driven by the need to invoke a new context rather than location-related 
suppression. Future work that staggers cues for different features would 
help to determine the temporal importance of different features and how 
they uniquely contribute to subjective vividness (Benoit et al., 2014). 

Unlike suppression, neural repetition enhancement may be task- 
agnostic. In the same meta-analysis of repetition effects, enhancement- 
related activity was common across different external attention tasks 
(Kim, 2017). Within the domain of episodic processing, task-general 
effects of stimulus familiarity have been localized to the parietal mem
ory network (Gilmore et al., 2015; Gilmore et al., 2019a; but see also 
Gilmore et al., 2019b). This finding suggests that enhancement may 
happen at a coarser level, less impacted by specific features. Our results 
showed that activity related to repetition enhancement traversed 
default, ventral attention, and frontoparietal control networks. The 
largest clusters were observed across the parietal lobe—namely, inferior 
parietal cortex, precuneus, posterior parietal cortex, and postcentral 
gyrus—in a manner consistent with the parietal memory network (Gil
more et al., 2015). The conjunction results demonstrated that 
enhancement activation was common for people and location features of 
simulation in bilateral inferior parietal cortex and precuneus. Notably, 
the inferior parietal clusters spanned angular gyrus, a region involved in 
a variety of episodic processes including vividness appraisal (Thakral 
et al., 2017; Zou and Kwok, 2022). As gist-level information appears to 
drive the subjective experience of vividness (Cooper and Ritchey, 2022), 
the angular gyrus, a locus of multimodal integration and general event 
information required for simulation (e.g., Gilboa and Marlatte, 2017; 

Kuhnke et al., 2023; Tibon et al., 2019), may play a role in enhancing the 
clarity of a simulation as a whole (i.e., by way of repetition) to evoke the 
impression of vividness (for related discussion, see Schacter and Thak
ral, 2024). 

4.3. Eye movements and vividness ratings differentially predict neural 
repetition effects of simulated locations 

In pursuit of our second aim, we found that average fixation counts 
during initial simulation predicted repetition suppression during a third 
simulation. Specifically, making fewer average fixations during first 
simulation was related to more overall repetition suppression in bilat
eral hippocampus, paralleling the negative relationship between fixa
tions and vividness. This finding expands on work implicating the 
hippocampus in looking behavior during memory retrieval (Hannula 
et al., 2012; Hannula and Ranganath, 2009; Liu et al., 2017; Ryals et al., 
2015; Ryan et al., 2000), and suggests a role in future simulation as well 
(for a contrasting pattern of results, see Liu et al., 2017). 

Hippocampal suppression during future simulation was likely driven 
by location features. The identical relationship between average fixation 
count during first simulation and suppression in the hippocampus was 
found when looking at suppression unique to locations, but only the 
relationship with right hippocampus survived correction for multiple 
comparisons. In other words, eye movements may set the imagined 
scene in a hippocampally-mediated way, although the exact nature of 
this relationship remains to be determined. While we cannot rule out the 
involvement of person features, our findings support assertions that eye 
movements during internally generated thought are not random (Brandt 
and Stark, 1997) and track spatiotemporal information (Wynn et al., 
2019), even when entirely constructed. In fact, participants spontane
ously initiate simulation with a spatial context even when cued with 
non-spatial features (Robin et al., 2016). High scene construction de
mands, in particular, engage the hippocampus (Palombo et al., 2018). 
This interpretation would lend further support to the scene construction 
hypothesis (Hassabis and Maguire, 2007; Maguire and Mullally, 2013), 
in that the eyes may help location information to materialize in mind 
prior to person information. An open question is whether 
fixation-related hippocampal suppression for locations facilitates more 
vivid simulation. Here, vividness ratings did not predict suppression. It 
is possible that a more direct relationship would have been observed 
with visual imagery, which may later give rise to a sense of vividness. As 
vividness and fixation counts were negatively correlated, the extension 
to hippocampal suppression is plausible. Alternatively, vividness ratings 
may be driven by more abstract gist-level information rather than any 
one feature of simulation (Cooper and Ritchey, 2022). 

Finally, average change in vividness between first and second sim
ulations predicted repetition enhancement, and this result too was 
driven by location features. Specifically, a more positive average change 
in vividness with repetition was associated with less enhancement in the 
right posterior parietal cortex, a cluster that emerged as a common re
gion of enhancement for both locations and people. Said differently, 
enhancement was not unique to locations in posterior parietal cortex, 
but a relationship to vividness was driven by locations. The opposite 
relationship with left posterior parietal cortex and people approached 
significance but did not survive multiple comparisons correction. Both 
clusters encompassed angular gyrus. While repetition enhancement in 
angular gyrus may be feature agnostic, as discussed above, relationships 
to relative vividness may be driven by increasing clarity of separable 
imagined features. Though location and person vividness ratings during 
recollection and simulation tend to positively correlate (Thakral et al., 
2017), suggesting a reliance on similar episodic content, it is possible 
that these details are constructed on different time scales. Person details 
may be more semantically embedded, such that individuals may first 
access abstract, personal semantic information related to people before 
constructing more specific episodic details about them. Location details, 
which are inherently more episodic, may surface more quickly. That 
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vividness was associated with repetition enhancement and not sup
pression may indicate that objective measures, such as eye movements, 
are more directly tied to objective aspects of simulation (i.e., repetition 
suppression) and subjective measures to subjective aspects of simulation 
(i.e., enhancement). 

4.4. Limitations 

Our primary aims were to examine the relationship between eye 
movements and vividness during future simulation and their associa
tions with neural repetition effects, but several limitations are worth 
noting. Although participants generated their own lists of locations and 
people in the present study, intra-individual differences in the famil
iarity of different cues may have impacted vividness ratings. Indeed, 
familiarity boosts vividness for locations, people, and other non-spatial 
features of remembering and imagining (see Robin, 2018 for review). It 
is also possible that locations are frequented more often and for longer 
time periods, making them categorically more familiar, and therefore 
vivid, than people. Because no familiarity or difficulty ratings were 
collected, we cannot rule out the influence of familiarity in our results. 
Our examination was also limited by a relatively small number of sim
ulations that were repeated for a third time during MRI scanning, 
rendering us unable to inspect trial-by-trial variability. The use of av
erages, both in the neural and behavioral data, may have thus obscured 
some effects. Finally, MRI scanning did not include eye-tracking and so a 
direct comparison of fixation counts across conditions isolating different 
simulation features could not be made. While interpretation of the re
sults as scene construction demands are speculative, future work 
leveraging MRI-compatible eye-tracking and longer recombination 
paradigms in the scanner will help to further flesh out the interplay 
between brain activity, fixations, and vividness of future simulation and 
its component features. 

4.5. Conclusions 

The present study leveraged a repetition suppression paradigm with 
eye-tracking to investigate how eye movements and subjective vividness 
ratings predict neural repetition effects during future simulation. Eye 
movements were negatively related to vividness during future simula
tion, distinct from the relationship often reported for memory. In line 
with previous reports, repetition suppression was prominent in core 
regions of the default network, while repetition enhancement was 
observed in the parietal memory network. Average eye movements from 
first simulation predicted subsequent repetition suppression in the hip
pocampus, an effect driven by location features. Our findings lend 
support to the scene construction hypothesis, underscoring how eye 
movements may set the scene to initiate simulation. 
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